npj | science of learning

Article

Published in partnership with The University of Queensland

https://doi.org/10.1038/s41539-025-00342-1

The precision of attention selection during
reward learning influences the
mechanisms of value-driven attention
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Oudeng Jia'’, Qingsong Tan'’, Sihan Zhang?, Ke Jia®***® & Mengyuan Gong'*

Reward-predictive items capture attention even when task-irrelevant. While value-driven attention
typically generalizes to stimuli sharing critical reward-associated features (e.g., red), recent evidence
suggests an alternative generalization mechanism based on feature relationships (e.g., redder). Here,
we investigated whether relational coding of reward-associated features operates across different
learning contexts by manipulating search mode and target-distractor similarity. Results showed that
singleton search training induced value-driven relational attention regardless of target-distractor
similarity (Experiments 1a—1b). In contrast, feature search training produced value-driven relational
attention only when targets and distractors were dissimilar, but not when they were similar
(Experiments 2a—2c). These findings indicate that coarse selection training (singleton search or feature
search among dissimilar items) promotes relational coding of reward-associated features, while fine
selection (feature search among similar items) engages precise feature coding. The precision of target
selection during reward learning thus critically determines value-driven attentional mechanisms.

Associative learning theory posits that past experiences shape stimulus
representations to guide value-based behaviors'. Over recent decades,
extensive research has shown that rewards can be associated with a wide
range of stimuli, from basic features (e.g., colors, orientations, motion
directions)”™ to complex objects (e.g., shapes, natural scenes). Once
learned, reward-associated stimuli gain enhanced attentional priority, even
when they are task-irrelevant and no longer predictive of rewards’™.
However, in real-world scenarios, high-value stimuli rarely share the same
physical properties or appear in the same environment, it is thus crucial to
examine how this learned reward contingency generalizes to different items.

Previous research suggests that learned reward contingency can gen-
eralize to different items if they share the same or similar core features (e.g.,
color) that were previously associated with rewards'"”. Recent findings
suggest an alternative mechanism that allows reward effects to generalize to
different stimuli based on stable feature-context relationships', emphasiz-
ing how an item differs from its surrounding rather than its exact feature
value'>'°. For example, if red is associated with rewards, an orange item
among yellow items (redder) captures more attention than the same orange
item among red items (yellower). Linking reward with relational informa-
tion from the environment is thought to facilitate adaptive behavior'”"*, as it

allows more flexible generalization of learned value. However, this relational
mechanism has so far been tested only in specific learning contexts (sin-
gleton search training among target-similar distractors). Thus, it remains
unclear whether the reward effect on feature relationships is commonly
utilized or merely reflects strategic adaptations to specific learning scenarios.
One possible strategy is related to search mode: detecting a salient singleton
(singleton search: target differs from all distractors by a single, unique fea-
ture) based on relative feature may be more efficient than searching for an
exact feature value (feature search: target defined by specific feature values).
Another strategy is related to target-distractor similarity: when items are
perceptually similar, the target representation may shift toward an exag-
gerated feature value to enhance distinctiveness (as predicted by optimal
tuning account)'**.

To examine whether relational coding of reward-associated features is
implemented across different learning contexts—particularly those enga-
ging different modes of attention or varying stimulus similarity—partici-
pants learned feature-reward associations (high rewardrred; low
reward:yellow for half of the participants; reversed for the other half) using
either a singleton search task (Experiments la and 1b) or a feature search
task (Experiments 2a-2c), with different levels of target-distractor similarity
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(low vs. high similarity) during the training. Each participant was randomly
assigned to one of the four training conditions. Next, we measured atten-
tional capture by distractors that matched either previously rewarded fea-
ture values (red and yellow) or feature relationships (redder or yellower). In
addition to the robust effects of reward on trained feature values, the effects
of reward on feature relationships varied across experiments. Specifically,
singleton search training led to reward effects on feature relationships,
regardless of target-distractor similarity (Experiments la and 1b). In con-
trast, feature search training produced reward effects on feature relation-
ships only when the target was dissimilar to the distractors (Experiment 2a),
but not when they were similar (Experiments 2b and 2c). These findings
suggest a key role of the precision of target selection during reward learning
in shaping value-driven relational attention. When the learning task
requires only coarse selection (e.g., singleton search or feature search among
dissimilar items), a relational code for reward-associated feature is formed;
however, when fine selection is necessary (e.g., feature search among similar
items), a more precise code is utilized.

Results

Experiment 1: Singleton search training leads to relational coding
of reward-associated features regardless of target-distractor
similarity

Participants completed a training and a test session on consecutive days
in Experiments la and 1b (N =40 for each). During training, they
searched for a uniquely colored circle (red or yellow) among distractors
and reported the orientation of the bar (horizontal or vertical) inside the
target circle (Fig. 1a). The target color was dissimilar to the distractors in
Experiment la (e.g., search for a red target among green distractors) and
similar to the distractor in Experiment 1b (e.g., search for a red target
among orange distractors). Correct responses were followed by monetary
feedback. For instance, red was associated with an 80% probability of a
high reward (¥10) and a 20% probability of a low reward (¥1), while
yellow was associated with a high probability (80%) of a low reward (¥1)
and a low probability (20%) of a high reward (¥10). Participants were not
informed about the color-reward association. We confirmed our
manipulation validity of target-distractor similarity between experiments
in Control Experiment 1, by showing faster responses in low target-
distractor similarity than high target-distractor similarity conditions (see
Methods and Supplementary Figure 1 for details). Analysis of training
performance revealed no significant differences in reaction time (RT;
paired t-test: ps>0.106) or accuracy (paired t-test: ps>0.509) between
high and low reward-associated colors in both experiments. The lack of
reward effects may be attributed to near-ceiling performance during the
singleton search tasks (>97%), potentially reducing sensitivity to detect
the influence of reward, as also reported in previous studies***.

In the test session of Experiments 1 and 2, we used a targeted visual
search task to examine value-driven attention. The target in the test task was
defined as a uniquely-oriented bar (horizontal or vertical) within a colored
circle. We manipulated a critical distractor that matched reward history in
feature value or feature relationship. In the feature-match condition, a cri-
tical distractor that matched rewarded feature value (red or yellow)
appeared in 50% of the trials, while the other items were in different colors
(Fig. 1b). Note that this critical distractor was also relationally matched to
reward history by virtue of being the reddest or yellowest. Therefore, this
condition primarily served to confirm the acquisition of color-reward
contingencies rather than to disentangle feature-value from feature-relation
effects. In the relation-match condition, a singleton distractor that matched
reward history in feature relationship (redder: yellow-orange among yel-
lows; yellower: red-orange among reds) appeared in 50% of the trials.
Crucially, to disentangle the influence of feature value in this condition, we
used distractor colors that matched the previously high-rewarded feature
relationship (e.g., yellow-orange is redder among yellows) but more closely
resembled the previously low-rewarded feature value (e.g., yellow-orange is
more similar to yellow than to red). These two types of conditions were
interleaved across trials.

To examine the acquisition of color-reward contingency, we analyzed
data from the feature-match condition (Fig. 2a). One-way repeated-mea-
sures ANOVAs (reward history: high-, low- vs. no-reward distractor) on
RTs revealed a significant main effect of reward (Experiment la: F(2,
78) = 10.54, p < 0.001, 1,7 = 0.213; Experiment 1b: F(2, 78) = 3.98, p = 0.023,
Ny’ = 0.093). Pairwise comparisons showed significantly slower search RTs
in the presence of a high-reward distractor than in both low-reward dis-
tractor (Experiment 1a: t(39) = 2.18, p = 0.035, Cohen’s d = 0.345, 95% CI =
[0.024, 0.662]; Experiment 1b: t(39) = 2.42, p =0.020, Cohen’s d =0.382,
95% CI = [0.059, 0.701]) and no-reward distractor condition (Experiment
la: t(39) =4.45, p<0.001, Cohen’s d=0.703, 95% CI = [0.353, 1.046];
Experiment 1b: t(39) =2.09, p = 0.044, Cohen’s d = 0.330, 95% CI = [0.009,
0.646]). RT's were also significantly slower in the presence of a low-reward
distractor than a no-reward distractor in Experiment la (t(39) =2.51,
p=0.016, Cohen’s d = 0.396, 95% CI = [0.072, 0.716]), but not in Experi-
ment 1b (p = 0.520). These subtle differences between the low-reward and
no-reward conditions may reflect the influence of selection history (stimuli
that previously served as targets without rewards), as reported in some
previous studies™. A mixed two-way ANOVA (reward history: high- vs.
low-reward x experiment: lavs. 1b) revealed no significant interaction effect
(p=0.968), with moderate evidence supporting the null effect
(BFg; =4.410). These results replicate previous findings on value-driven
attention to trained feature values™'*'**’. The same analyses applied to
accuracy revealed no significant effects (ps > 0.180).

Importantly, we examined whether singleton search training with
different target-distractor similarity influenced the effect of reward on fea-
ture relationships (Fig. 2b). Paired t-test analyses on data from the relation-
match condition showed significantly slower RTs when the distractor had a
relationship previously associated with high reward than low reward, in
both experiments (Experiment la: t(39)=2.53, p=0.016, Cohen’s
d =0.400, 95% CI = [0.075, 0.720]; Experiment 1b: t(39) = 2.70, p = 0.010,
Cohen’s d =0.427, 95% CI = [0.100, 0.748]). A two-way mixed ANOVA
(reward history: high- vs. low-reward x experiment: la vs. 1b) on RTs
suggested an absence of an interaction effect (p = 0.865; BF,; = 4.538). These
results support a relational coding of reward-associated features, regardless
of the target-distractor similarity during training. They also ruled out the
possibility of a strategic shift in the reward-associated feature toward a more
extreme feature value to distinguish it from similar distractors — an optimal
tuning account that is distinct from the relational account”™. An alter-
native explanation for these results in the relation-match condition is dif-
ferential attention and/or arousal elicited by non-singleton, previously
rewarded colors (red or yellow). To address this possibility, we compared
RTs between high- and low reward-associated colors in the distractor-
absent trials of the relation-match condition (Fig. 1b). Planned t-tests
revealed no significant differences between these two conditions (Experi-
ment la: t(39) =-0.66, p=0.510, Cohen’s d =-0.105, 95% CI = [-0.415,
0.206]; Experiment 1b: t(39) = 0.16, p = 0.871, Cohen’s d = 0.026, 95% CI =
[-0.284, 0.336]; Fig. 2b), as evidenced by Bayesian analyses (BF,; > 4.767).
The same analyses applied to accuracy revealed no significant effects
(ps > 0.065).

Experiment 2: Feature search training among dissimilar dis-

tractors leads to relational coding of reward-associated features
Although the results of Experiment 1 suggest that the relational coding of
reward-associated features is independent of target-distractor similarity, it
remains unclear whether this coding schema requires singleton search that
preferentially processes stimulus differences. To address this, Experiment 2
used a feature search task (i.e., report the bar orientation within red or yellow
circles), with distractors that were either dissimilar (Experiment 2a) or
similar (Experiment 2b) to the target during the training session (N = 40 for
each; Fig. 3a). To validate our manipulation of search mode (singleton vs.
feature search) during the training task in Experiments 1 and 2, we con-
ducted Control Experiment 2 to compare search performance as a function
of set size (4, 6 or 8) between the two search modes (see Methods and
Supplementary Figure. 2 for details). We found that RT remained constant
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a Training Task

Search display
0.5s

Response display
1.5s or until response

Fixation
0.5s

Experiment 1a
low target-distractor similarity

b Test Task
Fixation Search display ITI
0.5s 1.5s or until response 1.5s-RT

Feature-match condition
Distractor condition

Yellow

Fig. 1 | Illustration of experimental procedure in Experiment 1. a Trial sequence
in the training session. The task was to report the orientation of the bar inside ared or
yellow singleton. A correct response was followed by a high (+¥10) or low reward (+
¥1), depending on the pre-specified color-reward associations. The stimuli array

comprised a color-singleton target presented among dissimilar (Experiment 1a) and
similar (Experiment 1b) distractors, respectively. b Trial sequence in the test session.

high target-distractor similarity

ITI
1.5s-RT

Feedback
1.5s

@ High reward
Low reward

or

High reward
Experiment 1b

® Low reward

Training Test
(Day 1) Day2) [
Fixation Search display ITI
0.5s 1.5s or until response 1.5s-RT

Relation-match condition

Distractor-present ~ Distractor-absent

Yellower
(red-orange among reds)

Redder
(yellow-orange among yellows)

Participants were asked to find a uniquely-oriented bar (horizontal or vertical) inside
a colored circle. No reward feedback was provided. The color of the singleton
distractor matched reward in either feature value (feature-match condition) or
feature relationship (relation-match condition). The dashed box indicates the target
location (not shown in actual displays).

during singleton search (Experiment 1a: training task) but increased linearly
during feature search (Experiment 2a: training task). These patterns align
with theoretical predictions of distinct search modes™’".

The test task in Experiment 2b was identical to that in Experiment 1.
However, a one-way repeated-measures ANOVA (reward history: high-,

low- vs. no-reward distractor) on RTs from the feature-match condition (Fig.
3b, middle) revealed only a marginally significant effect of reward (F(2,
78)=2.92, p=0.060, n,’ =0.070). Paired t-test analyses on RTs from the
relation-match condition (Fig. 3¢, middle) revealed no significant differences
between reward conditions in either the distractor-present (p=0.899;
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Fig. 2 | Search performance during the test session in Experiment 1. a Search RTs in feature-match condition in Experiment 1. b Search RTs in relation-match condition in
Experiment 1. Error bars reflect within-subject standard errors of the mean. ***p < 0.001, *p < 0.05.

BF,; = 5.816) and distractor-absent trials (p = 0.175; BFy; = 2.436). None of
these analyses revealed significant effects on accuracy (ps>0.494). These
results leave two possible interpretations: either participants did not encode
reward-associated features via relational codes, or they learned the color-
reward contingencies less effectively. The latter account is possible because
participants may have relied, at least to some degree, on the uniquely oriented
bar (a salient feature) rather than the less discriminable color during visual

search training. This differs from Experiments 1 and 2a, where target colors
(presented as singletons or clearly distinctive from distractor colors) were
more likely to be prioritized over orientation in visual search™. To resolve this
issue, we reduced the salience of bar orientation (using diagonal orientations)
during training in Experiment 2c. Here, participants discriminated leftward
or rightward orientation (Fig. 3a, right) based solely on target color (red or
yellow). As in Experiments 2a to 2c, they searched for color-defined targets
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Fig. 3 | Training task, task procedure and test search performance in Experi-
ment 2. a Trial sequence in the training session in Experiment 2. The dashed box
indicates the target location (not shown in actual displays). The stimuli array
comprised a target color (red or yellow) presented among dissimilar (Experiment 2a)
and similar (Experiment 2b and 2c) distractors, respectively. The only difference
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between Experiments 2b and 2c is the bar orientation inside the colored circle (2b:
horizontal or vertical; 2c: leftward or rightward). The test task was identical to those
in Experiment 1. b Search RTs in feature-match condition. ¢ Search RTs in relation-
match condition. Error bars reflect within-subject standard errors of the mean.

*H¥p <0.001, *p < 0.05.
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(red or yellow) during training, with bar orientation serving only as a
response-related feature. Experiment 2c thus preserved the key manipulation
(feature search among similar items) from Experiment 2b. To streamline data
presentation, we focused analyses on Experiments 2a and 2c.

During the training task, we observed that reward facilitated search
RTs for the high reward-associated color compared to the low reward-
associated color (Experiment 2a: t(39) =-3.60, p <0.001, Cohen’s d=-
0.570, 95% CI = [-0.901, -0.232]; Experiment 2c: t(39) = -2.61, p = 0.013,
Cohen’s d =-0.413, 95% CI = [-0.733, -0.087]). Accuracy showed no sig-
nificant differences between conditions (ps > 0.259) and remained high in
both experiments (>91%).

The test performance in the feature-match condition was largely con-
sistent with Experiment 1(Fig. 1b). A one-way repeated-measures ANOVA
(reward history: high-, low- vs. no-reward) revealed a significant main effect
of reward on RTs (Experiment 2a: F(2, 78) = 16.20, p <0.001, n,’ = 0.293;
Experiment 2c: F(2, 78) = 11.14, p <0.001, 1),> = 0.222). Pairwise compar-
isons showed that the highly-rewarded distractor captured more attention
than both the low-rewarded distractor (Experiment 2a: t(39)=3.83,
p<0.001, Cohen’s d=0.606, 95% CI = [0.265, 0.941]; Experiment 2c:
t(39) =245, p=0.019, Cohen’s d = 0.387, 95% CI = [0.063, 0.706]) and no-
reward distractor conditions (Experiment 2a: t(39) = 5.26, p < 0.001, Cohen’s
d=0.831, 95% CI = [0.467, 1.187]; Experiment 2c: t(39) =4.19, p < 0.001,
Cohen’s d = 0.663, 95% CI =[0.317, 1.003]). RT's were significantly slower for
the low-rewarded than no-reward distractor condition in Experiment 2c
(t(39) =2.62, p =0.012, Cohen’s d = 0.414, 95% CI = [0.089, 0.735]), but not
in Experiment 2a (p = 0.121). A two-way mixed ANOVA (reward: high- vs.
low-reward X experiment: 2a vs. 2¢) on RTs from Experiments 2a and 2c
revealed a significant interaction effect (p =0.035). The stronger effect of
reward on feature value in Experiment 2a was likely due to the similarity
between the search contexts used during both the training (Fig. 3a) and the
feature-match condition in the test session (Fig. 1b). Similarly, the same
analysis on accuracy revealed a significant effect of reward for Experiment 2a
(F(2, 78) =473, p=0.012, n,>=0.108), but not for Experiment 2c (F(2,
78) =0.934,p = 0.397, r]p2 =0.023), indicating stronger reward modulation in
the feature-match condition of the former experiment.

Importantly, we examined whether feature search training with dif-
ferent target-distractor similarity influenced the reward effect on feature
relationships. We found that when the target was dissimilar to the dis-
tractors during training (Experiment 2a), a stronger capture effect was
observed when the distractor was relationally matched to the high-reward
compared to the low-reward condition (paired t-test: t(39) = 2.45, p = 0.019,
Cohen’s d =0.387, 95% CI = [0.064, 0.707]). However, when the target was
similar to the distractors during training (Experiment 2c), this attentional
bias was abolished during the test session (paired t-test: t(39) =-1.58,
p=0.122, Cohen’s d = -0.250, 95% CI = [-0.563, 0.066]). A two-way mixed
ANOVA (reward history: high- vs. low-reward x experiment: 2a vs. 2c) on
RTs revealed a significant interaction effect (F(1, 78) =7.92, p=0.006,
N’ =0.092). These results differ from those observed following singleton
search training in Experiment 1, suggesting that neither search mode nor
target-distractor similarity alone determines the impact of learned value on
feature relationships.

Before drawing conclusions based on the lack of reward effects in the
relation-match condition, we asked whether participants had learned to
suppress target-similar colors (red-orange to yellow-orange) during train-
ing, thereby reducing the capture effect of reward-associated distractors
sharing these colors during the test. If this holds, such learned suppression
should probably manifest as faster RTs in distractor-present versus
distractor-absent trials, as proposed by theories of suppression over sin-
gleton distractors™*. However, we found numerically slower RTs in
distractor-present trials compared to distractor-absent trials (613.35 ms vs.
609.17 ms; p = 0.097). This difference reached significance when combining
speed and accuracy via inverse efficiency (RT/accuracy: t(39)=2.47,
p=0.018, Cohen’s d=0.391, 95% CI=[0.067, 0.711]), confirming that
reward-associated distractors primarily elicited attentional capture. Fur-
thermore, the observed reward modulation in the low target-distractor

similarity condition (Experiment 2a) argues against an optimal tuning
account, which would predict representational shifts only when targets are
highly similar to the distractors, but not when they are dissimilar”’ .
Additionally, no significant difference was observed between the two
distractor-absent conditions (Experiment 2a: p=0.983, BF,; =5.860;
Experiment 2c: p = 0.926, BF; = 5.838), ruling out possible effects of reward
linked to non-singletons. The same analyses applied to accuracy revealed no
significant effects (Experiment 2a: ps > 0.656; Experiment 2c: ps > 0.405).

Therefore, the most parsimonious explanation for the differences
observed in relation-match condition across experiments (1a, 1b, 2a vs. 2¢)
is that they reflect changes in target selection precision during training—a
factor jointly determined by both search mode and stimulus similarity™.
Specifically, when the learning task required only coarse selection (e.g.,
singleton search or feature search among dissimilar items), a relational code
for reward-associated feature was formed. However, when fine selection was
necessary (e.g., feature search among similar items), a more precise feature
code was utilized.

Cross-experiment comparisons reveal variations in reward
effects on feature relationships

To further compare the magnitudes of reward effects across learning con-
texts, for each experiment (1la, 1b, 2a and 2c), we calculated ART (high-
reward RT minus low-reward RT) separately for the feature-match and
relation-match conditions (1a, 1b, 2a and 2¢; Fig. 4). A two-way ANOVA on
ART in the feature-match condition, with search mode (singleton vs. feature
search) and target-distractor similarity (low vs. high) as between-subject
factors. This analysis revealed no significant main effects or interaction
(ps > 0.146), suggesting that the reward effects on trained feature values were
comparable across experiments. In contrast, the same two-way ANOVA
conducted on ART in the relation-match condition showed a significant
main effect of search mode (F(1,156) =5.40, p =0.021, nP2 =0.033), and
more importantly, a significant interaction effect (F(1,156) = 4.35, p = 0.039,
Ny’ = 0.027). This interaction effect suggests that the influence of reward on
feature relations depends jointly on the search mode and target-distractor
similarity during training. The effect of target-distractor similarity did not
reach statistical significance (F(1,156) =3.40, p = 0.067, qu =0.021). The
same results were obtained using raw RTs. Furthermore, planned com-
parisons confirmed that value-driven relational effects were significantly
different in Experiment 2c (feature search with target-similar distractors)
than in other experiments (two-sample t-tests: ps < 0.006), with no sig-
nificant differences among the remaining comparisons (two-sample t-tests:
ps > 0.730). In addition, one-sample t-test against zero confirmed significant
reward effects in Experiments la, 1b and 2a (ps<0.019), but not in
Experiment 2¢ (p = 0.122).

Discussion

The human attentional system can flexibly adapt to prioritize the processing
of previously rewarded information’”. Recent findings have provided a
relational account of value-driven attention, demonstrating a mechanism
for generalizing learned value across different items and contexts that share
common feature relationships'’. Here, we tested whether this relational
coding of reward-associated features can be learned from various tasks that
engaged different search modes (singleton search vs. feature search) and
vary in stimulus similarity (low vs. high target-distractor similarity). Beyond
the effects of reward on trained feature values, we observed differential
effects of value-driven relational attention across training tasks. Specifically,
singleton search training resulted in value-driven relational attention,
independent of target-distractor similarity (Experiments la and 1b);
whereas feature search training produced this attentional bias only when the
target was dissimilar from the distractors (Experiment 2a), but not when
they were similar (Experiments 2b and 2c). Our findings rule out expla-
nations based solely on the search mode or target-distractor similarity.
Given that increased target-distractor similarity in feature search is expected
to enhance the precision of target selection compared to singleton search
and feature search among dissimilar items™, we suggest that the relational
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coding of reward contingencies likely depends on the precision of atten-
tional selection during learning: when the learning task requires only coarse
selection (e.g., singleton search or feature search among dissimilar items), a
relational code for reward-associated features is formed; however, when fine
selection is necessary (e.g., feature search among similar items), a more
precise code is utilized.

This study provides two important findings that elucidate the relational
mechanisms underlying value-driven attention. First, we extend the rela-
tional account of value-driven attention to a broader range of scenarios
beyond those tested in prior experiments'’, encompassing the majority of
variants of visual search training tasks reported in the literature™'****. Our
results demonstrate the feasibility of acquiring the association between
reward and relative features even when the target was non-salient
(Experiment 2a) or dissimilar to the distractors (Experiment la), in line
with the characteristics of relational attention theory”””’. Second, our find-
ings highlight the critical role of selection precision (jointly contributed by
search mode and stimulus similarity) during reward learning in modulating
value-driven relational attention. Recent visual search theories suggest that
attention is often guided by non-veridical features of the target, with rela-
tional coding as a typical format; a more precise, veridical representation is
encoded only when detailed target information is essential for achieving the
task goal”*. Our findings demonstrate that task demands influence reward-
associated stimulus representation: relational coding of rewarded features
was employed when training required only coarse target selection, while its
role diminished when fine selection was needed in training tasks. It is worth
noting that in Experiment 2c, rather than showing stronger attentional
capture by distractors matching a high-reward feature relationship, we
observed an opposing trend, though it was statistically insignificant (Fig. 3¢).
This opposing result may be explained by a feature-specific account of
learned value, as the distractor in the high-rewarded feature relationship was
perceptually closer to the low-rewarded feature value.

Generalization allows rapid assessment of novel situations based on
prior experiences—an adaptive mechanism essential for survival in complex
and dynamic environments”. Our study demonstrates relation-based gen-
eralization of reward contingencies across multiple learning contexts,
extending the broad applicability of this mechanism'**. Previous studies
have shown the transfer of reward effects to untrained stimuli sharing core
reward-associated features'*", or to category exemplars (e.g., cars, trees)
paired with rewards, when these exemplars share few low-level
characteristics®*'. In contrast, we observed generalization based on rela-
tional information, which was automatically acquired during training with
constant target features and distractor contexts (e.g, red among red-

oranges). This relational learning parallels findings in animal foraging; for
instance, birds prefer larger flowers over smaller ones®, and bees rapidly
learn spatial relationship (e.g, left/right) during training". Our findings thus
demonstrate that humans and animals similarly leverage relational infor-
mation to locate rewarded items in visual searches.

Importantly, the learned effect persists even when the reward is no
longer available, suggesting lasting changes in relational representations in
the human brain due to reward learning. However, the specific neural
mechanisms by which reward modulates relation-based attention remain
unclear. Some neurophysiological studies suggest the possible existence of
“relational neurons” that may be tuned to relative features in visual
cortices**, while other research points to the posterior parietal cortex as a
potential convergence site for relational information'’, value'"’, and
attentional priority*. Future work combining high-resolution neuroima-
ging techniques™™" should explore whether reward modulates “relational
neurons” and “feature-selective neurons” in the parieto-occipital regions,
depending on the precision of attentional selection during reward learning.

Several limitations of our study should be considered. First, our find-
ings were obtained using simplified visual search contexts, and their gen-
eralizability to naturalistic viewing conditions requires further investigation.
Future studies should examine whether the precision-dependent modula-
tions of value-driven relational attention represent a general mechanism in
real-world scenes. Second, while our results reveal precision-related changes
in attentional selection through manipulations of search modes and target-
distractor similarity, future work should employ direct, continuous mea-
sures of attentional precision to characterize its interactions with value-
driven mechanisms.

In conclusion, our study demonstrates that relational coding operates
during reward-feature associative learning, with search mode and stimulus
similarity jointly determining how reward-associated stimuli are encoded.
These findings provide critical evidence bridging theories of experience-
driven attention>” and visual search®*, revealing that target selection
precision modulates value-driven relational generalization. Considering
that value-driven attention correlates with a variety of clinical syndromes™**
and many neuropsychiatric disorders (such as substance use) involve
aberrant generalization™, our findings may inform diagnostics and treat-
ments for these disorders.

Methods

Participants

Two-hundred participants from Zhejiang University were recruited in the
main experiments of the study. Each experiment included forty participants
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(Experiment 1a: mean age = 22.9; 26 females and 14 males; Experiment 1b:
mean age = 21.5; 25 females and 15 males; Experiment 2a: mean age = 21;22
females and 18 males; Experiment 2b: mean age = 22.7; 24 females and 16
males; Experiment 2c: mean age = 21.2; 24 females and 16 males). This
sample size was determined by our prior study using very similar designs to
examine value-driven attention based on feature relationship'. We entered
the reported effect size of reward history (n,” =0.18) into a simulated
ANOVA using G*Power (Version 3.1)* and showed that a sample size of 40
would provide power greater than 95% (a = 0.05) for detecting an effect of
reward.

Sixteen participants (mean age = 22.75; 12 females and 4 males) were
recruited for Control Experiment 1. The sample size was comparable with
prior studies using similar designs of visual search tasks””. Using the esti-
mated effect size of target-distractor similarity (d = 1.2) (Note. This effect
size was estimated using data from Experiment 1. Because target-distractor
similarity was manipulated between subjects (Experiments la vs. 1b), we
computed normalized RTs by dividing training-task RTs (a red or yellow
target among homogenous colors) by mean RTs from distractor-absent
trials (all red or all yellow) in the relation-match condition during the test.
Normalized RTs were significantly faster responses in low than high target-
distractor similarity condition (two-sample t-test: t(78) = -5.37, p <0.001,
Cohen’s d = —1.200, 95% CI = [—1.673, —0.720]).) into a paired t-test using
G*Power (Version 3.1)*, a sample of 16 was found to provide greater than
95% power (a = 0.05) to detect an effect. Forty-eight students (mean age =
22.94; 30 females and 18 males) participated in Control Experiment 2. To
ensure no strategy transfer between search modes as the target shared
identical colors, half of the participants performed singleton search and the
other half performed feature search. The sample size was determined based
on a similar study testing the search mode x set size interaction®. Using the
effect size (n,,’ = 0.531) from this prior study, power analysis via G¥Power
(Version 3.1)* indicated that a sample size of 48 (24 per group) would
provide greater than 99% power (a = 0.05) to detect the interaction effect.
The stimuli and apparatus were largely the same as those used in the training
task in Experiment la and 2a.

All participants provided written informed consent approved by the
Institutional Review Board at Zhejiang University (refs: 2023-007). All
participants had normal or corrected-to-normal vision and were right-
handed. They were paid on average ¥61 for their participation, a portion of
this payment was based on their reward-based training performance.

Stimuli and apparatus

The stimuli were filled circles (2.4° x 2.4°) with a black oriented bar inside
the circle. The colors of circles were selected from the following set for the
training and test sessions: red (0’ = 0.463, v'= 0.526; 14.5 cd/m2), green (v’ =
0.127, v'= 0.565; 26.6 cd/m’), magenta (1’ = 0.304, v’= 0.330; 12.9 cd/m?),
yellow (u/ =0.219, v/ = 0.555; 33.2 cd/m’), red-orange (v’ = 0.377, v'= 0.537;
20.1 cd/m?), orange (0’ = 0.346, v/ = 0.540; 23.4 cd/m?), yellow-orange (v’ =
0.302,v' =0.546; 18.2 cd/m?), blue (u/ =0.173,v' = 0.310; 18.0 cd/m’), purple
(W =0.215,v' = 0.321; 20.2 cd/m?), cyan (v’ = 0.140, v/ = 0.457; 19.0 cd/m’)
and gray (¢ = 0.205, v/ = 0.470; 20.5 cd/m?).

All stimuli were generated in Matlab version 2022b (The MathWorks,
Natick, MA) using Psychtoolbox™. Stimuli were presented against a black
background on a 21.06-inch LCD monitor (resolution: 1024 x 768, refresh
rate: 100 Hz) at a distance of 60 cm in a dim-lit room.

Experimental procedure and tasks

Participants completed a training session and a test session on two con-
secutive days. Using visual search tasks, we first trained participants to
establish the reward-color association and then tested the reward effect in a
separate test session.

In the training session of the main experiments (Fig. 1a), each trial
began with a central fixation for 0.5 s, followed by a search display for 0.5 s.
The search display comprised eight oriented bars appearing inside colored
circles, at an eccentricity of 5°. In Experiment 1la, the search arrays com-
prised either a red singleton among green distractors or a yellow singleton

among magenta distractors (low target-distractor similarity); in Experiment
1b, the search arrays comprised either a red singleton among red-orange
non-singletons or a yellow singleton among yellow-orange non-singletons
(high target-distractor similarity); In Experiment 2a, the search arrays
comprised either a red or yellow target among target-dissimilar distractors
(green, blue, purple, magenta, cyan, gray; low target-distractor similarity); in
Experiments 2b and 2c, the search arrays comprised either a red or yellow
target among target-similar distractors (red-orange, orange, yellow-orange)
and two filler distractors (green and blue). We used fixed filler distractors—
rather than randomly sampling from a dissimilar set—to maintain con-
sistency with the fixed target-similar distractors. The task was to report the
oriented bar appearing inside the target color (red or yellow). Participants
were instructed to use a keypress to indicate the orientation of the target bar.
Note that in Experiments 1a, 1b, 2a and 2b, the target bar was horizontal or
vertical, while others were diagonally oriented bars (45° or 135°), following
the design in previous studies. In Experiment 2c, we changed the target
bar to a diagonal orientation (45° or 135°) because searching for a specific
feature (e.g., red) among similar features (e.g., red-orange, orange, yellow-
orange) likely caused participants to partially rely on the uniquely orien-
tation to perform visual search, thus weakening the formation of color-
reward contingency (Supplementary Materials). Participants received on-
screen monetary feedback after a correct response. An incorrect response
was followed by a black screen and auditory feedback. For half of the par-
ticipants, red was predefined to be associated with a high probability (80%)
of high reward (¥10) and a low probability (20%) of low reward (¥1)
feedback, whereas yellow was associated with a high probability (80%) of
low reward (¥1) and a low probability (20%) of high reward (¥10) feedback.
For the other half of the participants, the color-reward association was
reversed. Participants were not informed about the color-reward association
and they were encouraged to perform as well as they could to maximize the
total amount of earnings. They would receive a portion of their final
accumulated monetary reward (up to ¥42). Each participant completed
eight blocks during the training (100 trials/block).

In the test session of the main experiments (Fig. 1b), each trial consisted
of a fixation (0.5 s), a search display (1.5 s or until response), and a blank
intertrial interval (ITI). Participants were asked to find a horizontally or
vertically oriented bar. The task comprised of two types of conditions. In the
feature-match condition, all items were different colors (blue, purple, cyan,
green, magenta, gray), with a previously rewarded color distractor (red or
yellow) being present on 50% of the trials and absent on the other 50%. In
the relation-match condition, all items were either red or yellow, with a color
singleton distractor being present on 50% of the trials and absent on the
other 50%. The color of the singleton distractor matched reward history in
feature relationships (redder: yellow-orange among yellows; yellower: red-
orange among reds). The target bar never appeared in the color distractor
that matched the reward history either in feature value or feature relation.
Each participant completed six blocks (160 trials/block) in the test session.
Each type of condition was equally probable and randomly interleaved
across trials to vary the predictability of trial type.

To validate our manipulation of feature similarity during the
training task in Experiment 1, we conducted Control Experiment 1 where
participants performed a singleton search task under low or high target-
distractor similarity conditions. Using the same visual search task as
those in the training session in Experiment la and 1b, each trial of the
visual search task comprised of a central fixation (0.5 s), a search display
(0.5 s), a response display (up to 1.5 s) and a feedback display (1.5s). The
search arrays varied in target-distractor similarity (Supplementary Figure
1): (1) low similarity: a red singleton among green distractors or a yellow
singleton among magenta distractors (replicating Experiment la); or (2)
high similarity: a red singleton among red-orange non-singletons or a
yellow singleton among yellow-orange non-singletons (replicating
Experiment 1b). These conditions were randomly interleaved across
trials. No reward feedback was given. An incorrect response triggered an
auditory tone during the feedback display (“beep”). Each participant
completed two blocks (100 trials/block).
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To validate our manipulation of search mode during the training task
in Experiments 1 and 2, we conducted Control Experiment 2 to compare the
search efficiency as a function of set size between search modes. Two dif-
ferent patterns are expected based on findings from the literature*””: flat RT
functions for singleton search (parallel process) versus linearly increasing
RT functions for feature search (serial process). We used a visual search task
modeled after the training tasks in Experiments 1a and 2a (Supplementary
Fig. 2). Each trial comprised of a central fixation (0.5s), a search display
(0.55s), a response display (0-1.5s) and a feedback display (1.5s). In sin-
gleton search, participants viewed either a red target among green dis-
tractors or a yellow target among magenta distractors (replicating
Experiment 1a). In feature search, participants viewed a red or yellow target
among heterogeneous distractors (replicating Experiment 2a) randomly
selected from seven colors (green, blue, purple, magenta, cyan, brown, gray).
Across both tasks, set sizes varied randomly between 4, 6 and 8 items.
Participants judged the bar orientation (horizontal or vertical) inside the
target color in both tasks. No reward feedback was given. An incorrect
response triggered an auditory tone (“beep”). Each participant completed
four blocks (90 trials/block).

Statistical analysis

Correct responses were defined as appropriate keypresses made within
0.2-1.5 s after the onset of the search display. Search RTs that were outside
this specified window or above three standard deviations of the mean were
discarded. We compared search performance between high and low reward
conditions during training using paired t-tests. Then, we examined the effect
of reward history in the feature-match and relation-match conditions. To
evaluate the strength of evidence for the lack of significant effects, we con-
ducted parallel Bayesian analyses® using standard priors as implemented in
JASP Version 0.17.2°'. We reported Bayes factors (BFy, ) to provide evidence
in favor of the null hypothesis when it was greater than three. All statistical
analyses were performed in MATLAB and JASP software.

Data availability
All data and task codes have been made publicly available via the Open
Science Framework at https://osf.io/q7dsm/.

Code availability

The analyses were performed in MATLAB. The code for all analyses has
been made publicly available via the Open Science Framework at https://osf.
io/q7dsm/.
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